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Stitchable Neural Networks
 Preliminaries of Model Stitching:  

 What to stitch: the choice of anchors: ViTs and CNNs

 How to stitch: initialization

Kaiming initialization + SGD

LS Init + SGD
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Where to stitch: the stitching directions： Fast-to-Slow and Slow-to-Fast

 Way to stitch: stitching as sliding windows

 Stitching space

 Training strategy
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Stitching CNNs and CNN-ViT
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Background ConclusionMethod Experiments

 New universal framework for directly utilising the pretrained model families in model zoo

 Practical principles to design and train SNNet, laying down the foundations

 Much larger stitching space?

 Stitches not be sufficiently trained?

Conclusion
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Thanks for Listening

23


