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Abstract

● A challenging one-shot/post-training setting, in which we are given an 
accurate trained model, and must compress it without any retraining, based 
only on a small amount of calibration input data. 

● A new compression framework which covers both weight pruning and 
quantization in a unified setting, is time and space-efficient, and considerably 
improves upon the practical performance of existing post-training methods

● Our experimental results show that it can improve significantly upon the 
compression-accuracy trade-offs of existing post-training methods, and that it 
can enable the accurate compound application of both pruning and 
quantization in a post-training setting.
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Base idea

● Our approach based on an exact and efficient realization of the classical 
Optimal Brain Surgeon (OBS) framework of [LeCun, Denker, and Solla, 1990] 
extended to also cover weight quantization at the scale of modern DNNs
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Introduction

1. Parameters => More, Model => Larger
2. Limitation 1 => expensive retraining
3. Limitation 2 => Pruning and Quantization independently
4. New setup => MLPerf Close Trip => No Retraining => Post-training Compression 

Setup => one-shot => limited computational cost
5. Optimal Brain Surgeon => Choose removed weights by leveraging second-order 

information
6. Limitation 3 => OBS can lead to state-of-the-art compression at DNN scale, by 

introducing numerical methods which can approximate the second-order information 
needed by OBS at the massive parameter counts of modern models. However, 
these approaches do not apply to the post-training setting, as they require gradual 
pruning, as well as significant retraining, to recover good accuracy
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● Post-training Compression => Layer-wise Sub-problems => Compressed 
weight approximation for each layer => Calibration data

● Layerwise Quantization + Layerwise Pruning
● Limitation 4 => Whether existing approaches for pruning and quantization can 

be unified in order to cover both types of compression in the post-training 
setting.
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Contribution

1. In this paper, we provide a mathematical framework for compression via pruning or 
quantization, which leads to state-of-the-art accuracy-versus-compression trade-offs in 
the challenging post-training compression setup.

2. 

3. Optimal Brain Quantizer (OBQ), quantized weights iteratively one-ata-time, depending 
on their impact on the loss increase, after which it applies a closed-form update to the 
remaining unquantized weights, further reducing the loss
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● we show that our pruning and quantization approaches can be compounded, 
with surprisingly strong results: we obtain a 12× reduction in theoretical 
operations with a 2% accuracy drop for GPU-supported compound 
compression [30], 2 and a 4× speedup in actual runtime with only 1% 
accuracy drop for a CPU-based sparsity-aware runtime [35]. Together, these 
results suggest for the first time that post-training compression can be 
competitive with full retraining
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Related work

● Optimal Brain Surgeon (OBS).
● Post-Training Quantization.
● Post-Training Sparsification. 
● Non-Uniform Compression.
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Methodology - Layerwise Compression Problem.
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Methodology - Optimal Brain Surgeon (OBS) Framework
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Methodology - OBS for Layer-Wise Pruning

● Instantiate this framework for the layer-wise pruning problem, defined in 
previous slides.

● Iterating the OBS framework to remove one weight at a time would yield an 
exact greedy solution for the layer-wise pruning problem, as it takes the 
(locally) optimal decision at each step.

● While this greedy approach does not guarantee convergence to a global 
optimum, such approaches can be very effective for dealing with problem 
instances that are too large to be handled by exact methods.
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Methodology - An Optimal Greedy Solver for Sparsity

● The Hessian H is a d×d matrix where d = d_row · d_col, which is already 
expensive to store and compute with

● Additionally, this matrix needs to be updated and inverted at each of the O(d) 
steps with a computational complexity of Θ(d^3)

● Clearly, an O(d^4) total runtime is too inefficient for pruning most layers of 
modern neural networks, as d is usually ≥ 10^5 or even ≥ 10^6 for several 
layers
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