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Motivation & Idea
TL;DR: Break Memory Wall via trading compute for 

memory through re-computation.
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Memory Cost Analysis

[1] Sohoni, Nimit Sharad, et al. "Low-memory neural network training: A technical report." arXiv preprint arXiv:1904.10631 (2019).
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Backprop without Storing Activation
Each layer’s activations can be Reconstructed exactly from next layer’s.

[2] N. Gomez et al. "The Reversible Residual Network: Backpropagation Without Storing Activations." NIPS (2017).

non-invertible

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023
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Vanilla v.s. Reversible Backprop

Activation Caching

Without Caching

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023
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Reversible Transforms in ViT
TL;DR: Adapting ViT to Two-Residual-Streams.
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Rev-ViT Block

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023

Multi-Head
Attention

MLP

Note that Rev-ViT keep the patchification stem intact, while 
RevNet splits in halves along the channel dimensions.

Dimension change hinders the reversible transformation.



8

Multiscale Vision Transformer (Fan et al., CVPR’21)

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023

Pooling: 

shorten sequence,
enlarge channel.

For each scale 
transition, the first 
MHPA layer does 
pooling, and the 
final MLP layer 
does upsampling.
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Rev-MViT

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023

Not reversible, we 
have to cache the 
activation.
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Experimental Results
TL;DR: Performance, Memory Efficiency, Speed.
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Results

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023

ImageNet-1K Classification
Kinetics-400 
Video 
Classification.

MSCOCO Object Detection
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Ablation Study

Rev-ViT, Kai Zhang @ Efficient DL Reading Group, April 2, 2023

The reversible models tend to have stronger inherent 
regularization than their non-reversible counterparts.

allows efficient computation of the resolution 
downsampling and feature upsampling without repeat 
computation in each stream separately.
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